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generated by ( $M, s$ )

```
The Model-Checking Problem:
Given \mathcal{W}}\mathrm{ and a specification }\varphi\mathrm{ , decide if }\mathcal{W}\vDash
```

We consider:

- Two different kinds of linear dynamical systems ( $M, s$ ):
- arbitrary linear dynamical systems
- diagonalisable linear dynamical systems
- Two different kinds of specification formalisms:
- arbitrary MSO (fancy version of LTL)
- prefix-independent MSO (denoted piMSO)
- Several different classes of semialgebraic predicates
- The use (or not) of Skolem and/or Positivity oracles
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Only (3) and (4)
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- You are given a finite collection of monadic predicates ( $P, Q, R, \ldots$ )
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Question: Is this specification prefix-independent?
NO!
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Central Question: what kinds of predicates can we add to MSO whilst retaining decidability?

For example, let $P \subseteq \mathbb{N}$ be the set of prime numbers.
Is $\mathrm{MSO}(P)$ decidable??
This is open! But appears very difficult, e.g.

$$
\forall x . \exists y>x . P(y) \wedge P(y+2)
$$
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## Theorem (Semënov, 1983)

One can define $P_{1}$ and $P_{2}$ both effectively almost-periodic, such that $\operatorname{MSO}\left(P_{1}, P_{2}\right)$ is undecidable!

Much (ongoing) work on this central question! By e.g., Elgot, Rabin, Carton, Thomas, Rabinovich, Fijalkow, Paperman, ...
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## Theorem

(1) Ultimately toric words are almost-periodic.
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## Theorem

Tame predicates give rise to effectively ultimately toric words.

## Corollary

Let $(M, s)$ be a linear dynamical system in ambient space $\mathbb{R}^{d}$, and let $S_{1}, \ldots, S_{k} \subseteq \mathbb{R}^{d}$ be tame semialgebraic predicates.
Let $P_{1}, \ldots, P_{k} \subseteq \mathbb{N}$ be the set of visiting times of the orbit of $(M, s)$ in $S_{1}, \ldots, S_{k}$ respectively.
Then $\operatorname{MSO}\left(P_{1}, \ldots, P_{k}\right)$ is decidable.
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